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**Реферат**

Предметом исследования являются формулы К. Шеннона для вычисления количества информации в сообщениях дискретного источника и его энтропии, а также простейшие модели дискретных источников.

Цель работы – исследование свойств энтропии как количественной меры неопределенности дискретного источника.

В ходе работы проводились теоретические исследования энтропии, а также численное моделирование простейших дискретных стационарных и нестационарных источников.

В результате аналитических исследований были найдены условия минимального и максимального значения энтропии. Численно были получены значения энтропии стационарных источников двух и нескольких видов сообщений. Произведено моделирование и исследована динамика изменения энтропии нестационарного источника.

Количественная оценка значения энтропии применяется при моделировании и кодировании источников.

**Введение**

Понятие информации предполагает наличие двух объектов: *источника информации* и *потребителя* [1, 2]. Информация представляется в виде специальных знаков, символов; характерным носителем информации является *сообщение,* под которым обычно понимают все то, что подлежит передаче. Статистический подход к оценке качества информации представлен в обширном разделе кибернетики – *теории информации*, которая занимается математи­ческим описанием и оценкой методов передачи, хранения, извлече­ния и классификации информации.

Основы теории информации были заложены в 1948 г. американским математиком К. Шенноном, который ввел понятие *энтропии* как меры неопределенности источника и *количества информации* через изменение этой неопределенности.

Пусть имеется дискретный источник, заданный *ансамблем* сообщений *X*={*x*1, *x*2, … *xN*} и вероятностями формирования этих сообщений *P*={*p*1, *p*2, … *pN*}. В силу свойств ансамбля, сообщения множества *X* являются несовместными событиями и

∑*pi* =1. (1)

Количество собственной информации *Ii*, содержащееся в конкретном сообщении *xi*, может быть найдено по следующей формуле:

*Ii*=–log*pi*, (2)

где *pi* – вероятность появления этого сообщения. Единицы измерения количества информации определяет основание логарифма. Использование логарифма по основанию два дает результат в битах.

Среднее значение (математическое ожидание) собственной ин­формации назы­вается *энтропией*. Для дискретного источника сообщений случайная величина собственной ин­формации принимает значения *I*1, *I*2, … *IN* c вероятностями *p*1, *p*2, … *pN* соответственно, и ее мат. ожидание может быть найдено следующим образом:

*H*=M[*Ii*]=∑*pj**Ij*=–∑*pj*log*pj*, (3)

где *j*=1..*N*. В случае *pj*=0 слагаемое *pj*log*pj*принимается равным нулю. Единицы измерения определяются основанием логарифма.

Малые значения энтропии источника говорят о его малой информативности; большие – о неопределенности того, какое именно сообщение будет сформировано источником в определенный момент. Значение энтропии в битах определяет минимальный размер двоичного кода (на одно сообщение в среднем), необходимого для взаимнооднозначного кодирования сообщений источника.

Целью данной лабораторной работы является исследование свойств энтропии, предложенной Шенноном, как количественной меры неопределенности дискретного источника.

Оформление отчета по лабораторной работе было выполнено согласно требованиям ГОСТ 7.32–2001 «Отчет о научно-исследовательской работе. Структура и правила оформления».

1. **Основные свойства энтропии дискретного источника**
   1. **Минимальное значение энтропии**

Формула энтропии (3) зависит только от вероятностей *P*. Рассмотрим функцию (–*pi*)⋅log*pi* в случаях *pi* =0, *pi* ∈(0; 1) и *pi* =1.

В случае *pi* =0 произведение (–*pi*)⋅log*pi* (неопределенность вида 0⋅∞) полагается равным своему предельному значению – нулю. В случае *pi* =1 произведение (–*pi*)⋅log*pi* обращается в ноль в силу свойств логарифма. При *pi* ∈(0; 1) величина log*pi* всегда отрицательна, а произведение (‑*pi*)⋅log*pi* больше нуля.

Следовательно, энтропия как сумма слагаемых вида (–*pi*)⋅log*pi* является неотрицательной функцией. Нулевое значение энтропии возможно только при обращении в ноль всех ее слагаемых, что возможно в случае, когда вероятность одного из сообщений равна единице, а другие сообщения невозможны. Таким образом, минимальным значением энтропии является ноль.

* 1. **Максимальное значение энтропии**

Энтропия достигает максимального значения, когда вероятности появления возможных сообщений одинаковы (*p*1 =*p*2 =…= *pN* =1/*N*), что может быть доказано методом неопределенных множителей Лагранжа [4]. Следовательно, максимальное значение энтропии (3) составит

*H*max =–∑(1/*N*)log(1/*N*)=log*N*. (4)

* 1. **График энтропии источника с двумя состояниями**

Пусть источник формирует всего два вида сообщений с вероятностью *P*={*p*1, *p*2}. Из (1) следует, что *p*2 = 1 – *p*1, следовательно, энтропия (3) является функцией одной переменной. График энтропии такого источника представлен на рисунке 1.

Рисунок 1 – График энтропии источника с двумя состояниями

Энтропия источника с двумя состояниями достигает максимума при равенстве их вероятностей.

1. **Вычисление энтропии простейших систем**
   1. **Идеальная монета**

Результат броска идеальной монеты может быть представлен в виде стационарного источника с двумя равновероятными состояниями. Имея *P*={0,5; 0,5}, вычислим значение энтропии в битах по формуле (3):

*H*=–∑*pj*log2 *pj* = – 0,5 log2 0,5 – 0,5 log2 0,5 = 0,5 бит + 0,5 бит = 1 бит. (5)

Согласно (4) полученное значение является максимально возможным значением энтропии системы с двумя состояниями.

* 1. **Фальшивая монета**

Фальшивая монета имеет смещенный центр тяжести, из-за чего вероятности выпадения «орла» или «решки» различны. Представим результат броска такой монеты в виде источника с двумя неравновероятными состояниями, положим *P*={0,58; 0,42} и вычислим значение энтропии в битах по формуле (3):

*H*=–∑*pj*log2 *pj* = – 0,58 log2 0,58 – 0,42 log2 0,42 = 0,46 + 0,53 = 0,99 бит (6)

Полученное в (6) значение энтропии меньше значения энтропии (5), что говорит о меньшей неопределенности результата броска фальшивой монеты. Действительно, результат броска фальшивой монеты более предсказуем: сторона, ближе к которому смещен центр тяжести, чаще будет оказываться снизу.

* 1. **Игральная кость**

Результатом броска игральной кости является случайная дискретная величина, принимающая шесть равновероятных значений.

H = –∑*pj*log2 *pj* = – (1/6 log2 1/6) \* 6 = 2,59 бит

* 1. **Фальшивая игральная кость**

Предположим, что в игральной кости центр тяжести смещен так, чтобы шестерка выпадала более часто (единица на противоположной грани кости будет выпадать реже; значения 2÷5 выпадают по-прежнему с вероятностью 1/6). Пусть вероятности составят, например, *P*={0,13; 0,17; 0,17; 0,17; 0,17; 0,19}.

H = –∑*pj*log2 *pj* = – 0,13 log2 0,13 – (0,17 log2 0,17) \* 6 – 0,19 log2 0,19 = 0,38+ 1,74 + 0,46 = 2,58 бит

1. **Вычисление энтропии нестационарного дискретного источника**

Для *стационарных* источников вероятности сообщений не изменяются во времени, следовательно, значение энтропии также остается постоянным. Рассмотрим *нестационарный* источник, о котором априорно известно:

* мощность ансамбля сообщений (число возможных сообщений) *N* = 15;
* множество сообщений (в данном случае, букв) *X*={"о", "с", "т", "а", "п", "е", "н", "к", "\_", "я", "р", "л", "в", "и", "ч"};
* множество абсолютных частот этих сообщений *F*0 ={4; 3; 2; 3; 2; 2; 2; 1; 2; 1; 1; 1; 2; 1; 1}, которые следует уменьшать на единицу для каждого принятого сообщения.

Пусть таким источником была сформирована строка "остапенко\_степан\_ярославович". Перед принятием первой буквы частоты составляли *F*0. После принятия буквы "о" частота, соответствующая этой букве, уменьшается на единицу; *F*1 ={3; 3; 2; 3; 2; 2; 2; 1; 2; 1; 1; 1; 2; 1; 1}.Таблица А.1 приложения **А** содержит последовательные вычисления *Fk*, где *k* – количество принятых сообщений (букв), *fk*∑ – сумма всех частот *Fk* (кол-во сообщений, которые следует ожидать), *sk* – (*k*+1)-е принятое сообщение.

Перед принятием (*k*+1)-го сообщения на основе имеющихся частот *Fk* и свойства полноты вероятностей (1) может быть найдено распределение вероятностей *Pk* следующим образом:

*pki* = *fki* /*fk*∑ , (7)

где *i*=1..*N*; *fk*∑ – сумма всех *fki* в *Fk*. Имея вероятности *Pk* перед принятием (*k*+1)-го сообщения по формуле (3) может быть найдено значение энтропии источника *Hk*. Построим таблицу А.2 значений *Pk* и *Hk*, подобную таблице А.1, где *pk*∑ – сумма вероятностей для проверки условия (1).

Полученные значения *Hk*, представленные в таблице А.1, отображены графически на рисунке 2.

Рисунок 2 – Гистограмма значений энтропии перед принятием каждого сообщения

Как подтверждает гистограмма, значение энтропии нестационарного источника меняется с изменением значений вероятностей. В данном примере начальное значение энтропии *H*0 перед принятием первого сообщения – буквы "о" – составляет 3,75 бит; по мере уточнения вероятностей непринятых сообщений энтропия в среднем все более уменьшается; перед принятием двух оставшихся букв *H*27 составляет ровно 1 бит; при принятии последней буквы *H*28 = 0 (никакой определенности нет, так как из частот *F*28 достоверно следует, что последним сообщением будет буква "ч").

**Заключение**

Исследовал свойства энтропии, предложенной Шенноном, как количественной меры неопределенности дискретного источника. Провел теоретические исследования энтропии, а также численное моделирование простейших дискретных стационарных и нестационарных источников.

В результате аналитических исследований нашел условия минимального и максимального значения энтропии. Численно получил значения энтропии стационарных источников двух и нескольких видов сообщений. Произвел моделирование и исследована динамика изменения энтропии нестационарного источника.

Количественная оценка значения энтропии применяется при моделировании и кодировании источников.

Область применения результатов может быть связана с различными областями, где требуется анализ информации и оценка ее неопределенности. Результаты исследования могут быть применены для оптимизации передачи информации в коммуникационных системах. Энтропия может быть использована в анализе данных, классификации и сжатии изображений, звуковых сигналов и других типов данных. Результаты работы могут быть использованы для оптимизации процессов принятия решений, управления рисками и прогнозирования.

Знание и умение исследовать свойства энтропии дискретного источника может пригодиться в профессиональной деятельности. Изучение свойств энтропии позволяет более глубоко понять природу информации, что способно обеспечить лучший анализ и интерпретацию данных.
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Приложение А

(обязательное)

**Таблицы расчета состояния нестационарного источника**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *k* | ***Fk*** | | | | | | | | | | | | | | | *sk* | ***fk*∑** |
| о | с | т | а | п | е | н | к | \_ | я | р | л | в | и | ч |
| 1 | 4 | 3 | 2 | 3 | 2 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | о | 28 |
| 2 | 3 | 3 | 2 | 3 | 2 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | с | 27 |
| 3 | 3 | 2 | 2 | 3 | 2 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | т | 26 |
| 4 | 3 | 2 | 1 | 3 | 2 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | а | 25 |
| 5 | 3 | 2 | 1 | 2 | 2 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | п | 24 |
| 6 | 3 | 2 | 1 | 2 | 1 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | е | 23 |
| 7 | 3 | 2 | 1 | 2 | 1 | 1 | 2 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | н | 22 |
| 8 | 3 | 2 | 1 | 2 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | к | 21 |
| 9 | 3 | 2 | 1 | 2 | 1 | 1 | 1 | 0 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | о | 20 |
| 10 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 0 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | \_ | 19 |
| 11 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | с | 18 |
| 12 | 2 | 1 | 1 | 2 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | т | 17 |
| 13 | 2 | 1 | 0 | 2 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | е | 16 |
| 14 | 2 | 1 | 0 | 2 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | п | 15 |
| 15 | 2 | 1 | 0 | 2 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | а | 14 |
| 16 | 2 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | н | 13 |
| 17 | 2 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | \_ | 12 |
| 18 | 2 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 1 | 1 | я | 11 |
| 19 | 2 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 1 | р | 10 |
| 20 | 2 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 2 | 1 | 1 | о | 9 |
| 21 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 2 | 1 | 1 | с | 8 |
| 22 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 2 | 1 | 1 | л | 7 |
| 23 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 1 | 1 | а | 6 |
| 24 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 1 | 1 | в | 5 |
| 25 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | о | 4 |
| 26 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | в | 3 |
| 27 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | и | 2 |
| 28 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | ч | 1 |

Таблица А.1 – Динамика частот сообщений при принятии строки «остапенко\_степан\_ярославович»

Таблица А.2 – Динамика вероятностей и энтропии при принятии строки "остапенко\_степан\_ярославович"

Скрытый служебный текст:

рисунков 2,

всего таблиц 2,

источников 4.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *k* |  |  |  |  |  |  |  | *Pk* |  |  |  |  |  |  |  | Pks | Hks | Sks |
| о | с | т | а | п | е | н | к | \_ | я | р | л | в | и | ч |
| 1 | 0,14 | 0,11 | 0,07 | 0,11 | 0,07 | 0,07 | 0,07 | 0,04 | 0,07 | 0,04 | 0,04 | 0,04 | 0,07 | 0,04 | 0,04 | 1 | 3,75 | о |
| 2 | 0,11 | 0,11 | 0,07 | 0,11 | 0,07 | 0,07 | 0,07 | 0,04 | 0,07 | 0,04 | 0,04 | 0,04 | 0,07 | 0,04 | 0,04 | 1 | 3,78 | с |
| 3 | 0,12 | 0,08 | 0,08 | 0,12 | 0,08 | 0,08 | 0,08 | 0,04 | 0,08 | 0,04 | 0,04 | 0,04 | 0,08 | 0,04 | 0,04 | 1 | 3,80 | т |
| 4 | 0,12 | 0,08 | 0,04 | 0,12 | 0,08 | 0,08 | 0,08 | 0,04 | 0,08 | 0,04 | 0,04 | 0,04 | 0,08 | 0,04 | 0,04 | 1 | 3,78 | а |
| 5 | 0,13 | 0,08 | 0,04 | 0,08 | 0,08 | 0,08 | 0,08 | 0,04 | 0,08 | 0,04 | 0,04 | 0,04 | 0,08 | 0,04 | 0,04 | 1 | 3,80 | п |
| 6 | 0,13 | 0,09 | 0,04 | 0,09 | 0,04 | 0,09 | 0,09 | 0,04 | 0,09 | 0,04 | 0,04 | 0,04 | 0,09 | 0,04 | 0,04 | 1 | 3,80 | е |
| 7 | 0,14 | 0,09 | 0,05 | 0,09 | 0,05 | 0,05 | 0,09 | 0,05 | 0,09 | 0,05 | 0,05 | 0,05 | 0,09 | 0,05 | 0,05 | 1 | 3,79 | н |
| 8 | 0,14 | 0,10 | 0,05 | 0,10 | 0,05 | 0,05 | 0,05 | 0,05 | 0,10 | 0,05 | 0,05 | 0,05 | 0,10 | 0,05 | 0,05 | 1 | 3,78 | к |
| 9 | 0,15 | 0,10 | 0,05 | 0,10 | 0,05 | 0,05 | 0,05 | 0,00 | 0,10 | 0,05 | 0,05 | 0,05 | 0,10 | 0,05 | 0,05 | 1 | 3,68 | о |
| 10 | 0,11 | 0,11 | 0,05 | 0,11 | 0,05 | 0,05 | 0,05 | 0,00 | 0,11 | 0,05 | 0,05 | 0,05 | 0,11 | 0,05 | 0,05 | 1 | 3,72 | \_ |
| 11 | 0,11 | 0,11 | 0,06 | 0,11 | 0,06 | 0,06 | 0,06 | 0,00 | 0,06 | 0,06 | 0,06 | 0,06 | 0,11 | 0,06 | 0,06 | 1 | 3,73 | с |
| 12 | 0,12 | 0,06 | 0,06 | 0,12 | 0,06 | 0,06 | 0,06 | 0,00 | 0,06 | 0,06 | 0,06 | 0,06 | 0,12 | 0,06 | 0,06 | 1 | 3,73 | т |
| 13 | 0,13 | 0,06 | 0,00 | 0,13 | 0,06 | 0,06 | 0,06 | 0,00 | 0,06 | 0,06 | 0,06 | 0,06 | 0,13 | 0,06 | 0,06 | 1 | 3,63 | е |
| 14 | 0,13 | 0,07 | 0,00 | 0,13 | 0,07 | 0,00 | 0,07 | 0,00 | 0,07 | 0,07 | 0,07 | 0,07 | 0,13 | 0,07 | 0,07 | 1 | 3,51 | п |
| 15 | 0,14 | 0,07 | 0,00 | 0,14 | 0,00 | 0,00 | 0,07 | 0,00 | 0,07 | 0,07 | 0,07 | 0,07 | 0,14 | 0,07 | 0,07 | 1 | 3,38 | а |
| 16 | 0,15 | 0,08 | 0,00 | 0,08 | 0,00 | 0,00 | 0,08 | 0,00 | 0,08 | 0,08 | 0,08 | 0,08 | 0,15 | 0,08 | 0,08 | 1 | 3,39 | н |
| 17 | 0,17 | 0,08 | 0,00 | 0,08 | 0,00 | 0,00 | 0,00 | 0,00 | 0,08 | 0,08 | 0,08 | 0,08 | 0,17 | 0,08 | 0,08 | 1 | 3,25 | \_ |
| 18 | 0,18 | 0,09 | 0,00 | 0,09 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,09 | 0,09 | 0,09 | 0,18 | 0,09 | 0,09 | 1 | 3,10 | я |
| 19 | 0,20 | 0,10 | 0,00 | 0,10 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,10 | 0,10 | 0,20 | 0,10 | 0,10 | 1 | 2,92 | р |
| 20 | 0,22 | 0,11 | 0,00 | 0,11 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,11 | 0,22 | 0,11 | 0,11 | 1 | 2,73 | о |
| 21 | 0,13 | 0,13 | 0,00 | 0,13 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,13 | 0,25 | 0,13 | 0,13 | 1 | 2,75 | с |
| 22 | 0,14 | 0,00 | 0,00 | 0,14 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,14 | 0,29 | 0,14 | 0,14 | 1 | 2,52 | л |
| 23 | 0,17 | 0,00 | 0,00 | 0,17 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,33 | 0,17 | 0,17 | 1 | 2,25 | а |
| 24 | 0,20 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,40 | 0,20 | 0,20 | 1 | 1,92 | в |
| 25 | 0,25 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,25 | 0,25 | 0,25 | 1 | 2,00 | о |
| 26 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,33 | 0,33 | 0,33 | 1 | 1,58 | в |
| 27 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,50 | 0,50 | 1 | 1,00 | и |
| 28 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 1,00 | 1 | 0,00 | ч |